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I. INTRODUCTION

The perceptual psychologist will find in music a rich and rewarding area for investigation. Here he can explore many problems, such as shape recognition, attention, memory, and even abstract cognitive activity, generally without the complication of verbal labeling by the subject. Furthermore, he can employ complex stimuli derived from music such as sequences of tones, or complex sounds of varying timbre, to broaden our understanding of the human auditory system beyond that which can be derived from classical psychophysical stimuli.

* This work was supported by United States Public Health Service Grant MH-21001-03.
In the past, the study of musical information processing has been hampered by technical difficulties involved in generating complex auditory stimuli with precisely controlled parameters. However, the technological advances of recent years have completely changed this picture; as a result, experimental interest in this field has developed rapidly. Given the intrinsic interest of the subject, and the fact that it is still largely unexplored, we may expect to see considerable advances in our understanding of musical psychology over the next decade.

Due to lack of space, this chapter omits certain topics that should be included in a comprehensive account of the psychology of music. Questions involving the origins and functions of music are not discussed, since these are not fundamentally problems in perception. For accounts of basic psychoacoustical phenomena and the physiology of the auditory pathway, the reader is referred to Volume IV of this Handbook. A comprehensive discussion of tuning systems, and of consonance and dissonance, is to be found in Ward (1970).

II. RECOGNITION OF TONAL SHAPE

The abstraction of tonal information occurs in several stages. The initial stages of abstraction involve the detection of both specific features (such as intervals, chords, and tone chroma) and global features (such as contour). Such features are then combined to form tonal sequences, which are themselves abstracted and combined in systematic ways. These stages of abstraction will be discussed in what follows.

A. Tonal Features

1. Tone Chroma

The term tone chroma refers to the position of a tone within the octave. Tones that are separated by octaves are given the same name in traditional Western music, and are treated as perceptually similar. Indeed, people with absolute pitch sometimes place a note in the wrong octave even though they name it correctly (Baird, 1917; Bachem, 1954). Octave duplications in scales are also found in other cultures (Nettl, 1956a). Further evidence for the perceptual equivalence of tones separated by octaves comes from conditioning studies. Generalization of response to tones placed an octave apart occurs both in man (Humphreys, 1939) and in animals (Blackwell & Schlosberg, 1943). Such octave generalization has been used to produce a compelling illusion. Shepard (1964) generated a set of complex tones, each of which consisted of several tones separated by octaves. When these tones were
presented in ascending semitonal steps at a rate of about 1 sec\(^{-1}\), listeners perceived a set of tones that constantly increased in pitch and never returned to the beginning. These tones therefore appeared to be endlessly climbing up an abstracted octave.

The physical octave represents a frequency ratio of 2:1. However, as first noted by Stumpf and Meyer (1898), the subjective octave is slightly larger than this. Ward (1954) made a systematic investigation of this phenomenon. He presented subjects with two pure tones in repetitive succession, and required them to adjust the frequency of one to be exactly an octave above the other. It was found that subjects made adjustments that were reliably larger than a 2:1 ratio and, further, that the amount of deviation from the physical octave increased in the higher frequency ranges. Sundberg and Lindquist (1973) obtained similar findings with complex tones. Furthermore, Burns (1974a) repeated Ward's experiment with professional Indian musicians as subjects, and obtained remarkably similar results; so it would appear that the phenomenon of octave stretch is not dependent on culture. This conclusion is reinforced by the finding that tuning practices in several non-Western cultures agree very well with these laboratory measurements (Dowling, 1973a). Terhardt (1971) proposed that the phenomenon of octave stretch is acquired early in life as a result of exposure to complex sounds. In such sounds, the pitches of neighboring partials move slightly away from each other, as a result of a mutual masking effect, and Terhardt assumed that we generalize from this to harmonically related tones that are presented in succession. On the other hand, the phenomenon may simply reflect innate properties of the auditory system—an explanation favored by Dowling (1973a).

Because of the perceptual similarity of tones separated by octaves, it makes most sense to regard pitch as a bidimensional attribute: one dimension being a monotonic function of frequency, or tone height (at least in the case of pure tones), and the other defining the position of a tone within the octave, or tone chroma. Various representations of pitch have been proposed that accommodate these two dimensions. Drobisch (1846) suggested that pitch be represented as a line spiraling around a helix, with tones separated by an octave lying most proximal within each turn of the helix. Ruckmick (1929) made an essentially similar proposal involving a bell-shaped spiral instead. However, such suggestions do not make plausible neurophysiological models. It would seem more in line with our knowledge of brain function to suggest that neural units underlying tones that are separated by octaves converge onto the same higher-order units (Deutsch, 1969). Indeed, units with two or more “best” frequencies that are octave multiples of each other have been found in the auditory system (Evans, 1974), and such units are very likely to receive multiple projections from units with single best frequencies.
2. INTERVALS AND CHORDS

The simultaneous or successive presentation of two tones results in the perception of a musical interval; and intervals whose components are separated by the same frequency ratio are perceived as being the same size. That is, tone pairs $F_1$ and $F_2$, and pairs $F_3$ and $F_4$ are perceived as equivalent when $\log F_1 - \log F_2 = \log F_3 - \log F_4$. This principle forms an important basis for the traditional musical scale. The smallest unit of this scale is the semitone, which represents a frequency ratio of approximately 18:17; tone pairs that are separated by the same number of semitones are given the same name. Furthermore, although music in other cultures may involve intervals of different sizes, the perceptual equivalence of tone pairs that stand in the same frequency ratio appears to hold cross-culturally (Nettl, 1956a). Attnavee and Olson (1971) made a careful study of transposition in a laboratory situation. They presented subjects with a simple melodic pattern, and then required them to reproduce this pattern in a different frequency range. It was found that when the subjects were able to draw on information that was well embedded in long-term memory, they clearly transposed on a log-frequency medium.

Chords of three or more tones are also classified on the basis of the frequency ratios of their components; those standing in the same frequency relationship are given the same name. However, this perceptual equivalence is not based simply on an identity in the set of the component intervals. For instance, a major triad and a minor triad sound quite different, yet both are composed of a major third, a minor third, and a fifth. However, these occur in a different order. In the major triad the major third lies below the minor third; in the minor triad the minor third lies below the major third. Deutsch (1969) proposed a model for interval and chord abstraction that accommodates this feature. This model assumes that such abstractions take place in two stages. At the first stage, units that respond to tones of specific pitch converge in groups of two or three onto the same second-order unit. Such second-order units then converge onto third-order units in such a way that all those activated by tonal combinations standing in the same pitch relationship are linked together. These third-order units therefore respond to intervals and chords irrespective of the pitches of their components.

Another shape-recognition operation is also performed in the case of simultaneous intervals and chords. When the components of such combinations are placed in different octaves, the combinations retain a perceptual similarity. This phenomenon is known in music as inversion. Thus, a simultaneous interval of $n$ semitones is perceptually similar to a simultaneous interval of 12 - $n$ semitones. Plomp, Wagenaar, and Mimpenn (1973) provided evidence for this perceptual similarity in a laboratory situation. Subjects were required to identify intervals formed by simultaneous tone pairs, and it was found that confusions occurred between intervals that were inversions of each other. In another experiment by Deutsch and Roll (1974), subjects
made pitch-comparison judgments when the tones to be compared were accompanied by tones of lower pitch. Misrecognition errors were quite pronounced when the standard and comparison tones differed, but the standard and comparison combinations formed identical intervals. Misrecognition errors were also found to increase significantly when the interval formed by the standard combination was an inversion of the interval formed by the comparison combination. It was concluded that the subjects were basing their false recognition judgments on the perceptual equivalence of the identical or inverted intervals.

3. **Categorical Perception of Musical Intervals**

As pointed out by Francès (1972), the perceptual elements of music in actual practice are not tones, but rather notes, which are generally very imprecisely emitted. In singing, and also in playing many musical instruments, notes are produced with a vibrato involving substantial frequency modulation. In one experiment, Francès (1972) found that the average range of vibrato for three professional singers was over a semitone. Furthermore, the average pitch of a note generated by voice or by natural instruments often changes during its presentation, and in passing from one note to another, glides through intervening frequencies are common. However, when we listen to music, we generally ignore these irregularities and instead form abstractions out of the tonal elements and the relationships between them. In one study, Burns and Ward (1973) required musicians to make identification and discrimination judgments involving musical intervals and found the same type of categorical perception as has been found for speech stimuli (Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967). Similar results were obtained by Siegel and Sopo (1975).

There are various reasons why we should form relatively broad categories in perceiving tonal sequences. First, although the difference limen for pitch, as measured by comparing two pitches in isolation, is well below a semitone, this is drastically raised when the tones to be compared are separated by a sequence of intervening tones (Deutsch, 1970a). The formation of relatively broad categories may therefore be necessary in order for the listener to recognize repeated elements. Second, gross inaccuracies occur in emitting notes by voice and by many natural instruments, and such inaccuracies must be ignored if the listener is to identify repetitions. If this line of reasoning is correct, we should expect to find a certain minimum of interval size to occur cross-culturally. This is in fact the case. Nettl (1956a) concluded upon reviewing scales in primitive cultures that intervals smaller than a semitone are very rare. When such intervals do occur, this is almost always under specialized conditions, such as in ornamentation. For instance, the scale in Hindustani music is theoretically divided into 22 intervals (shrutis) to the
octave. However, in actual practice, two tones separated by one shruti occur only under special circumstances (Bake, 1957). It is particularly interesting in this regard to find that professional Indian musicians, trained in Hindustani music, were unable to identify musical intervals with any more precision than Western musicians (Burns, 1974b), and indeed did not identify shrutis with any consistency in the laboratory.

Despite such broad categorization, there do appear to be preferred tunings in at least some musical situations. For a detailed discussion of tuning preferences, the reader is referred to Boomsliter and Creel (1963) and Ward (1970).

4. Contour

The tonal information in a piece of music can also be described in global fashion; for instance, in terms of its range, the proportion and average size of ascending compared with descending intervals, the sequence of directions of pitch change, and so on. There is evidence that such global cues are used in recognizing music. Early psychologists, such as Werner (1925), showed that people could recognize familiar melodies when these were transformed onto very small scales, so that the actual intervals were grossly distorted in size. More recently, White (1960) required subjects to identify well-known melodies that were distorted in various ways. Some recognition was still obtained when all the intervals were set to one semitone, showing that we can recognize a melody on the basis of the sequence of directions of pitch change alone. However, performance was substantially improved when the relative sizes of the intervals were left unchanged, even though their absolute sizes were altered.

The importance of contour in short-term melody recognition is shown by the fact that in actual music, phrases are often repeated under transposition with distortions in the interval sizes but with contour intact (see Fig. 1). In an experiment by Dowling and Fujitani (1971), subjects made short-term recognition judgments involving transposed melodies. The subjects were very proficient at recognizing melodies that were either transposed, but identical, or where the contour alone was preserved. However, they appeared incapable of discriminating between exact transpositions and those that were merely preserved contour. Yet, when long-term memory for familiar tunes was tested instead, recognition on the basis of contour alone was quite unimpressive, so it appears that consolidation of memory for melodies acts on specific interval information, rather than on contour. This may be related to the finding by Attnave and Olson (1971) that some subjects showed considerable variability in transposing tonal sequences in a short-term memory situation, yet clearly transposed on a log-frequency continuum when they were given a highly overlearned sequence as the standard.
B. Scales

In all cultures, tonal sequences are formed out of small, fairly well-defined sets of pitch relationships, which constitute their scale. For any given scale, one can also determine a mode (i.e., a set of a priori probabilities of occurrence for notes standing in different positions along the scale) and a set of transitional probabilities between the different notes. This is true both for linear successions of tones and also for harmonic sequences. In traditional Western harmony there are very strong transitional probabilities governing the root progressions of chords (Piston, 1948). As pointed out by Meyer (1956), the use of scales with strong a priori and transitional probabilities contributes substantially to the ease of musical processing, since it enables us to draw on highly overlearned information in listening to unfamiliar sequences.

C. Recognition of Tonal Sequences under Various Transformations

The question of how well we recognize a tonal sequence when it has undergone a given transformation is analogous to asking how well a visual
shape is recognized when it has been transformed in some way, such as changing its size or position in the visual field or converting it into its mirror image. Various types of transformation are used in actual music. Some of these are spontaneous, others are an intellectual exercise, and musicologists disagree widely on the perceptual equivalence of sequences transformed in various ways.

The case of transposition, where a sequence is presented in a different pitch range, is clear. Transposition occurs so readily in long-term recall that it is rare to be able to sing a melody in the same key after a certain amount of time has elapsed. Furthermore, the same sequence is often presented in transposed form within a given piece of music. This is true not only in Western cultivated music, but also in primitive music of other cultures (Nettl, 1956b). However, in this context transposition often takes place along the scalar alphabet, so that the relative positions of the elements along the scale are preserved, but the pitch relationships are in consequence distorted. Figure 1, for example, shows four presentations of a melodic sequence at different points along the scale, involving three different sets of pitch relationships.

Other transformations performed on linear tonal sequences are known as inversion and retrogression. In inversion (not to be confused with the harmonic use of the term), the directions of the melodic intervals are systematically reversed. That is, all ascending intervals become descending intervals, and vice versa. In traditional music, inversion generally leads to a change in the set of intervals, in order to preserve the set of elements along the scale. In retrogression, the sequence is played backward. This operation is used only rarely in traditional music (Piston, 1949; Tovey, 1957), and then generally with a change in the set of intervals.

Dowling (1972) has raised the possibility that sequences transformed by the operations of retrogression or inversion are recognized on the basis of their contour, rather than by abstracting their actual melodic intervals. He presented listeners first with a standard five-tone melody and then a comparison melody. The second melody was either unrelated to the first, an exact transposition of the first, or was transformed by the operation of inversion, retrogression, or retrograde inversion (a combination of the two). In a further set of conditions, the comparison sequence under these various transformations was further distorted so that its contour was preserved but the exact intervals were destroyed. Dowling found that although subjects could recognize a transformed sequence with better than chance accuracy, there was no evidence that they distinguished between transformations that preserved the intervals and those that preserved contour alone.

In another study, White (1960) investigated long-term recognition of melodies played in retrogression. He found that although subjects showed some recognition of such melodies, performance was at about the same level
as when the melody was played in a monotone with the rhythmic information alone remaining. Even more interestingly, recognition was better for sequences where the intervals within the melody were randomly permuted than for straight temporal reversal. It would appear, therefore, that the subjects were identifying the reversed sequences on the basis of their component intervals alone, rather than on the ordering of these intervals.

A further transformation to consider involves an extension of the principle of octave equivalence to tonal sequences. One might assume that, because of the perceptual similarity of tones separated by octaves, a sequence would also remain perceptually equivalent if its components were placed in different octaves. This question has been experimentally investigated in a long-term memory situation. Deutsch (1972a) presented subjects with the first half of the tune "Yankee Doodle" under various conditions. This tune was universally recognized when presented in any one of three octaves. However, when the notes of the tune were chosen randomly from these same three octaves with the restriction that no two successive notes occurred as in the untransformed version, recognition was no better than when the sequence was played as a series of clicks with the pitch information removed but the rhythm retained. Dowling and Hollombe (1977) obtained similar results using several different tunes. They also found that leaving the melodic contour intact improved performance for subjects informed of the preservation of contour, though performance was still substantially worse than for the untransformed versions. This is in accordance with the evidence described above that contour alone can form a basis for melody recognition.

Deutsch (1972a) also found that when the listeners were informed of the identity of the tune, they had no trouble in following the randomized-octaves version and confirming that each note was correctly placed within its octave. One can suppose that this was achieved by the subjects imagining the tune to themselves as they heard the randomized-octaves version and matching each note as it arrived with its octave equivalent. Thus, we would expect that recognition of a note when it is displaced to another octave would depend on the strength of expectation for this note. The operation could therefore be meaningfully performed, even using a new sequence, if the cognitive structure of the sequence was such that the displaced note was highly probable. Meyer (1973) has also argued that melodic processes are generally specific to a given octave, and that octave jumps should only be made under special conditions.

D. Hierarchical Organization

Human serially patterned behavior is characteristically organized in hierarchical fashion. In language, for instance, words are combined to form
phrases, which in turn combine to form sentences, and so on. Similarly in
music, notes are combined to form motives, which in turn form phrases, and
these are themselves hierarchically structured.

Restle and Brown (1970) provide convincing evidence that such hierarchi-
cal organization of sequential elements is a general cognitive phenomenon.
They presented subjects with a row of lights that turned on and off in
repetitive succession. The subjects’ task was to predict at each point which
light would come on next. It was concluded from the speed with which
different types of sequences were learned and also from the patterns of error
at different points in a sequence that subjects approach this task by grouping
the sequence into a series of chunks (in this case, runs and trills). Restle and
Brown then constructed sequences in which such basic chunks were opera-
ted on by various rules such as repetition, transposition, and mirror-image
reversal, so as to form higher-order chunks. These were in turn transformed
by the same types of operations at several levels in such a way as to form
structural trees. It was found that sequences structured in this fashion were
learned substantially more easily than comparable sequences composed of
the same subsequences but lacking this higher-level organization. Further-
more, most errors were found to occur at the highest-order transformations,
with the probability of error decreasing as the level of transformation along
the tree decreased.

As Restle and Brown (1970) point out, such trees in actual music would
have to be substantially more complex than those used in these experiments.
For one thing, music involves more than one basic theme. Also, various
other operations occur in music, such as interspersing of sequences, and
Restle (1973) has demonstrated that subjects can indeed process in-
terspersed sequences in the light-switching task. Furthermore, transpo-
sition in a tonal system can involve either shifting the sequence along the
scale, or shifting the entire range of the scale, which entails a flexibility of
alphabet. In modulating from major to minor there is also a change in ala-
bet, as is also the case with deviations from the diatonic scale (for instance,
to the chromatic scale, or to an alphabet based on an arpeggio). Indeed,
different alphabets are often used at different levels of transforma-

An additional complexity lies in the fact that cultivated music involves the
presentation of more than one sequence of tones at a time, so that more than
one tree structure must be operating simultaneously in processing such
music. Furthermore, the harmonic sequences produced by simultaneous
tonal combinations are also hierarchically structured, so the choice of notes
in each linear row must be such as to satisfy these harmonic requirements as
well. Listening to cultivated music must therefore involve parallel process-
ing along several such structural trees (see also Winograd, 1968; Deutsch,
1977).
III. THE FORMATION OF
PERCEPTUAL CONFIGURATIONS

When we listen to music, we do not simply process each element as it arrives; rather, we form sequential groupings out of combinations of elements. Once such groupings are formed, there is further a tendency for one to come to the foreground of our attention, while others are relegated to the background. The stability of such figure-ground organization depends on the type of music presented. Thus in some music, such as accompanied songs, one voice tends strongly to be heard as the figure and the other as the ground. In contrast, in contrapuntal music, such as canons and fugues, we attempt as much as possible to attend to all voices, which results in our fluctuating between alternative modes of figure-ground organization.

A. Groupings Based on Pitch Range

The principles governing the formation of perceptual configurations in music may be compared with those in vision (Wertheimer, 1923). One important factor is the law of proximity, especially as applied to frequency range. Thus, when a solo instrument plays a melody and an accompaniment, these are generally in different frequency ranges. Similarly, in contrapuntal music, each voice has its own range. An interesting musical technique that takes advantage of this perceptual tendency is known as pseudopolyphony. Here a sequence of notes drawn from two different ranges is played in rapid succession, with the result that the listener perceives two melodic lines in parallel. Examples of such music are shown in Fig. 2.

A number of investigators have studied the perception of rapid sequences of tones as a function of their frequency disparity. Miller and Heise (1950) presented sequences of two alternating tones at a rate of 10 sec⁻¹. They found that when the frequencies of these tones differed by less than 15%, listeners perceived a single string of related tones (i.e., a trill). However, with an increase in the frequency disparity between the alternating tones the sequence was heard as two interrupted and unrelated tones. Heise and Miller (1951) explored this phenomenon in sequences consisting of several tonal frequencies and found that if one of the tones was sufficiently different from the others it was heard in isolation, as though emanating from a different sound source. Van Noorden (1975) studied the effect of different rates of presentation on this phenomenon. He found that when subjects were trying to hear the sequence as coherent, decreasing the presentation rate from 50 to 150 msec for each tone enabled coherence to be heard at substantially larger values of frequency separation. However, when subjects were trying to hear two separate streams, changing the presentation rate had very little effect on performance.
Dowling (1973b) performed an experiment to investigate the effect of frequency disparity on the perception of interleaved melodies. He presented the notes of two well-known melodies alternately at a rate of 8 sec⁻¹, and found that recognition of these melodies was very difficult when their pitch ranges overlapped. Recognition became increasingly easy as one of the melodies was transposed, so that the ranges of the two melodies gradually diverged.

Bregman and Campbell (1971) investigated this question from another point of view. They presented sequences of tones at a rate of 10 sec⁻¹ that alternated between two widely different pitch ranges. They found that listeners had considerable difficulty in perceiving the order of tones in such sequences, though this problem did not arise when the tones were close in pitch. They concluded that the higher and lower tones formed separate perceptual streams, and that at rapid presentation rates order relationships cannot be formed across the two streams.

The principle of grouping tonal stimuli by frequency range is also apparent in a dichotic listening situation. Deutsch (1975a,d) presented subjects with a major scale that was played simultaneously in both ascending and descending form, switching from ear to ear in such a way that when a note from the
ascending scale was in one ear, a note from the descending scale was in the other, and vice versa. Most subjects perceived this sequence as two separate melodic lines, a higher one and a lower one, moving in contrary motion. Furthermore, there was a strong tendency to hear all the higher tones as emanating from one earphone, and all the lower tones as emanating from the other. The remaining subjects perceived the higher melodic line, but heard little or nothing of the lower. So for all subjects this dichotic sequence was grouped perceptually by frequency range.

As a further manifestation of the law of proximity as applied to frequency range, there is a strong tendency for the frequency of occurrence of a melodic interval to be inversely correlated with its size. This has been found true in very different types of music, including Western cultivated music (Fuchs, 1962; Ortmann, 1926), current popular music (Jeffries, 1974), and the music of various primitive cultures (Merriam, 1964). Figure 3 shows the relative occurrence of melodic intervals as a function of their size in these different types of music, and it can be seen that the plots exhibit a striking similarity.

B. Groupings Based on Timbre

Timbre is often used as a marker or carrier of sequential configurations (Erickson, 1975). In the music of composers such as Haydn, Mozart, and Beethoven, adjacent phrases are often played by different instruments, which helps to delimit the structure of the composition. Furthermore, over-
laps in pitch range between figure and ground are far more common when more than one instrument is involved. The formation of separate perceptual streams out of sounds of different timbre is also manifest in the finding that listeners have extreme difficulty in identifying the order of repetitive sequences of unrelated sounds (Warren, 1974; Warren & Obusek, 1972; Warren, Obusek, Farmer, & Warren, 1969).

C. Good Continuation

Divenyi and Hirsh (1974, 1975) provide evidence for the law of good continuation in the perception of rapid sequences of tones. They found that when subjects were required to identify the temporal order of three tones presented in rapid succession, identification was easier for sequences where the frequency change was unidirectional. The addition of a fourth tone generally had the effect of decreasing identifiability; however, performance was best when the fourth tone represented a continuation of a unidirectional frequency range. A related finding was obtained by Van Noorden (1975), who studied the minimum interval between successive components of three-tone sequences necessary to observe temporal coherence between the tones at various presentation rates. He found that for unidirectional three-tone sequences, temporal coherence was observed at rates of pitch change that were either equal to or higher than those necessary for two-tone sequences. However, for bidirectional three-tone sequences, the rate of pitch change had to be set considerably lower before coherence was perceived.

IV. RHYTHM AND TEMPO

A. Rhythmic Organization

When presented with a regular sequence of identical sounds, the listener will spontaneously organize these into subsequences, each consisting of an accented element followed by one or more unaccented elements. Such subjective organization occurs at presentation rates ranging from about 10 sec⁻¹ to .5 sec⁻¹, and appears to be optimal at rates of 2 or 3 sec⁻¹ (Fraisse, 1956; Vos, 1973). As Fraisse points out, this correlates well with the distribution of melodic tempos in the cultivated music of our tradition. Indeed, tempo, as measured by the number of consecutive notes per unit time, appears to be distributed within this range in widely divergent cultures (Kolinski, 1959). The distributions of tempos in two cultures that are held to differ markedly on this measure are shown in Fig. 4.

Spontaneous rhythmic groupings are often formed simultaneously at more than one structural level (Woodrow, 1951; Vos, 1973). Thus, we may hear groups of four elements with the major accent on the first and a minor accent
on the third, or groups of eight elements with the major accent on the first and a minor accent on the fifth. This indicates that the mechanism underlying rhythmic grouping is hierarchical in nature. Further evidence has been provided in an experiment by Perkins (1974). He asked subjects to estimate the number of taps in sequences where the first of every 4 taps was stressed and the first of every 16 was doubly stressed. He found that errors differed from the correct responses more frequently by multiples of 4 and 16 than by adjacent numbers and concluded that the subjects were organizing the sequences hierarchically in accordance with the imposed accents. In another experiment, Sturges and Martin (1974) presented subjects with continuous sequences of 14 or 16 binary elements. These were either seven- or eight-element patterns repeated once, or patterns that were changed slightly on repetition; the subjects’ task was to recognize sequences containing exact repetitions. They found that patterns that exhibited a simple hierarchical structure were better recognized than others and that eight-element patterns so structured were better recognized than seven-element patterns, even though they contained more items.

In actual music, it is clear that rhythm is hierarchically structured (Cooper & Meyer, 1960). However, such organization may be very complex. For instance, groupings at different levels often consist of different numbers of elements, and even at the same level groupings containing different numbers of elements may be presented in succession. Simultaneous polyrhythms also occur; however, these are very difficult for a single individual to generate. (The reader may try tapping a repetitive pattern consisting of three equally spaced beats with one hand and, simultaneously, four equally spaced beats.
with the other.) The precise reason for this difficulty is unclear, but the problem seems to lie in dividing a time period simultaneously into overlapping segments. In actual practice, the individual components of simultaneous polyrhythms are most often produced by different people, who need listen to each other only intermittently. It may well be that such music is perceived in a fashion analogous to ambiguous figures in vision, where only one of two alternative organizations is perceived at a time, and the viewer alternates between the two alternatives.

A number of factors are involved in perceiving rhythmic structure. Temporal separation plays a very powerful role (Handel, 1973; Restle, 1972). A second factor is accent. An element that is marked for attention in some way, such as by differing from its neighbors in pitch, loudness, duration, or timbre is heard as accented and combines with adjacent elements to form a group. (However, if an element differs too strongly from its neighbors, it dissociates itself instead [Miller & Heise, 1950].) Furthermore, a set of elements standing in a particular relationship will be grouped together, such as a run of identical elements (Garner, 1974) or similar elements. Groupings will also be formed depending on the abstract structure of the sequence (Simon & Sumner, 1968).

Rhythmic patterning has a powerful influence on perception of the tonal structure of a sequence. First, the formation of subsequences divides the information in manageable chunks, and so facilitates the perception of relationships within each chunk. In one experiment, Dowling (1973c) presented subjects with four five-note phrases that were separated by pauses. Subjects were then required to recognize a five-note test item that corresponded either to one of the phrases or to the last three notes of one phrase and the first two notes of the next. Recognition was better for items that corresponded to separate phrases than for items that crossed phrase boundaries, showing that the information was organized in accordance with the temporally determined phrase structure.

Second, such patterning is important in perceiving higher-order tonal relationships between subsequences. In music, a phrase is often repeated under some transformation with the rhythm intact. Here the corresponding elements of the two phrases stand in identical rhythmic relationship to their neighboring elements. This one-to-one correspondence of the rhythmic position of each element serves to enhance perception of the tonal correspondence. An example of such rhythmic "tagging" is shown in Fig. 5.

Accent provides another important function. Restle and Brown (1970) have shown that when a sequence of unaccented elements forms a structural tree, errors in learning increase monotonically with the level of transformation on the tree. Thus, in the absence of accent, higher-order relationships are perceived with difficulty. However, if the first element of each group is accented, perceptual relationships between these elements is enhanced, and this results in better perception of the higher-order structure. Indeed, a
common musical technique is to present a sequence consisting of accented elements interspersed with unaccented elements. In this way the accented elements provide the figure and the unaccented elements provide the ground, yet unitary subgroups are still formed out of accented combined with unaccented elements.

B. Psychophysical Measurements

When listeners are required to make discrimination judgments involving time intervals between sound pairs, varying results are obtained depending on the stimulus conditions. Thus, with a standard interval that varied randomly between .6 and 6.4 msec, a just noticeable difference (jnd) of 40 msec was obtained at a standard of 100 msec (Abel, 1972). However, with the standard interval fixed at 100 msec, a jnd of 5 msec was obtained instead (Van Noorden, 1975). Michon (1964) required subjects to discriminate the temps of sequences of regularly presented clicks. Plotting the results as Weber fractions, he found two maxima of sensitivity; one at an interval of 110 msec with $\Delta t/t$ of about .01, and the other at an interval of about 600 msec with $\Delta t/t$ of about .02.

A further interesting question concerns the detection of rhythmic irregularity in a sound sequence. Lunney (1974) asked subjects to adjust the temporal position of every fourth in a sequence of metronome pulses that were otherwise isochronous, so that a rhythmic irregularity was just detected. Repetition rates ranging from 30 to 3200 msec were explored, and sensitivity was found to decrease exponentially with the duration of the interval between repetitions. At a repetition rate of 100 msec, a jnd of 3–4 msec was obtained. Van Noorden (1975) studied the effect of frequency disparity on detection of rhythmic irregularity in a sequence of alternating tones. He found that sensitivity at high repetition rates was markedly reduced as the alternating tones diverged in frequency. This study may be related to an earlier finding by Divenyi and Hirsh (1972) that discrimination
of the size of the temporal gap between a tone pair deteriorates with increasing pitch separation between members of the pair.

V. MEMORY

It is clear that memory for music must involve a large set of parallel systems that differ widely in their characteristics. Such systems include those retaining values along unidimensional acoustic continua, those retaining features formed from combinations of such values, and those involved in abstract cognitive activity. These systems must differ widely in the persistence with which they retain information. We know from general considerations that memory for certain relationships between values of an acoustic attribute persists much longer than memory for the absolute values themselves. Thus we can recognize a melody or a harmonic sequence when it is transposed to a different key, and, provided sufficient time has elapsed, we generally have difficulty in determining whether a key change has occurred. Here the absolute pitch information is lost, and recognition can be based only on the abstracted relationships (Attneave & Olson, 1971; Deutsch, 1969). Similarly, durational relationships are abstracted to produce rhythmic patterns, and these are easily recognized when played in a different tempo. However, certain complex acoustic stimuli deteriorate rapidly in memory (Guttman & Julesz, 1963; Pollack, 1972).

One question of importance concerns the nature of the influences acting on musical information in storage. This has been studied in detail in the case of tonal pitch. Deutsch (1970a) has shown that memory for pitch is not subject simply to general factors, such as attention distraction or capacity limitation, in a system that is either indifferent to the kind of information it holds or that retains any type of acoustic information. Subjects compared two tones for pitch when these were separated by a retention interval during which certain other acoustic stimuli were presented. It was found that a severe impairment of performance resulted from interpolating a sequence of six tones, even though the subjects were asked to ignore them. However, only a minimal impairment occurred when six spoken numbers were interpolated instead, even when the subjects were asked to recall the numbers in addition to making the pitch-comparison judgment.

Further studies have shown that the system retaining pitch information is precisely and systematically organized. Deutsch (1972b) required subjects to compare the pitch of two test tones that were separated by a sequence of six interpolated tones. In the second serial position of the intervening sequence was placed a tone whose pitch bore a critical relationship to the first test tone. This relationship varied in equal steps of one-sixth of a tone between identity and a whole-tone separation. It was found that when the critical interpolated tone was identical in pitch to the first test tone, memory facilita-
tion occurred. Errors rose progressively as the pitch difference between these tones increased, peaked at a separation of two-thirds of a tone, and then returned to baseline. Thus, a specific disruptive effect was demonstrated, which varied as a function of the log-frequency difference between the first test tone and the critical interpolated tone.

This specific disruptive effect was further explored using critical interpolated tones that were a semitone removed from the first test tone. It was found that the inclusion in the intervening sequence of two critical tones, one a semitone higher than the first test tone and the other a semitone lower, produced a significantly greater increase in errors than the inclusion of only one critical tone. (Deutsch, 1973a). Furthermore, the size of this disruptive effect was found to be constant whether the critical intervening tone was placed in the second or in the fifth serial position of a sequence of six intervening tones (Deutsch, 1975b).

Given these findings, Deutsch and Feroe (1975) have put forward a specific model of the organization of pitch memory. They propose the existence of a memory array whose elements are activated by tones of specific pitch. These elements are spaced along the array so that elements activated by tones separated by the same distance in log-frequency units are separated by the same distance along the array. It was further assumed that these elements are linked as a recurrent lateral inhibitory network, analogous to those investigated in systems processing incoming sensory information. Evidence for lateral inhibitory interactions in the auditory system has been obtained at the psychophysical level by Carterette, Friedman, Lovell (1969) and Houtgast (1972). At the neurophysiological level, evidence for both peripherally and centrally acting lateral inhibition has also been found (Klinke, Boerger, & Gruber, 1969; Sachs & Kiang, 1968). Indeed, the relative frequency range over which centrally acting lateral inhibition has been plotted corresponds well with that for the present interactive effect.

This hypothesis was given further strong support from an experiment demonstrating disinhibition in pitch memory (Deutsch & Feroe, 1975). In this experiment, subjects were required to compare two tones for pitch when these were separated by a sequence of six intervening tones. In the second serial position of the intervening sequence was placed a tone that was two-thirds of a tone removed from the first test tone. Errors were then plotted as a function of the pitch of a further tone, placed in the fourth serial position, whose relationship to the tone in the second serial position varied in steps of one-sixth of a tone from identity to a whole-tone separation. As shown in Fig. 6, the curve produced was roughly the inverse of the curve plotting the original disruptive effect. Furthermore, in cases where the tone in the fourth serial position was two-thirds of a tone removed from the tone in the second serial position, errors were significantly lower than in the baseline condition, where the tone in the fourth serial position was outside the critical range. As a further test of the disinhibition hypothesis, a baseline
Fig. 6. Percent errors in pitch recognition as a function of various relationships within a tonal sequence. Subjects made pitch-comparison judgments between two tones that were separated by a sequence of interpolated tones. Open triangles display percent errors as a function of the pitch relationship between the first test tone and a critical interpolated tone. (Open triangle at right shows percent errors where no tones were interpolated within the critical range under study.) Filled circles display percent errors in the experiment where a tone that was two-thirds of a tone removed from the first test tone was always interpolated. Errors are plotted as a function of the pitch relationship between this tone and a second critical interpolated tone, which was farther removed along the pitch continuum. Open circles display percent errors for the same experimental conditions predicted theoretically. (Filled and open circles at right show percent errors obtained experimentally and assumed theoretically where no further critical tone was interpolated.) [From D. Deutsch & J. Feroe, Disinhibition in pitch memory, Perception & Psychophysics, 17, 320–324. Copyright 1975 by the Psychonomic Society, Inc. Reprinted by permission.]

curve for the first-order inhibitory effect was obtained using subjects selected on the same criterion as for the disinhibition experiment. These parameters were then used to plot the theoretical disinhibition function. As is also shown in Fig. 6, there was a very good correspondence between the theoretical function and that produced experimentally.

In sequences where the test tones differed in pitch, a further disruptive effect could also be demonstrated. If a tone of the same pitch as the second test tone was included in the intervening sequence, there resulted a substantial increase in errors of misrecognition (Deutsch, 1970b, 1972c). The error rate for such sequences was substantially higher than for sequences including a tone that was also a semitone removed from the first test tone but on the opposite side of the pitch continuum (Deutsch, 1973a). This misrecognition effect was also highly sensitive to the serial position of the repeated tone, being substantially more pronounced when this tone was placed in the
second serial position of a sequence of six interpolated tones than when it
was placed in the fifth serial position. It has been argued on these and other
grounds that this disruptive effect is due to deterioration of information
along a temporal, or order, continuum (Deutsch, 1972c, 1975b).

In a further study, specific disruptive effects in pitch memory were found
to generalize from one octave to another (Deutsch, 1973b). The amount of
generalization varied depending on the octave in which the critical interpo-
lated tones were placed. The disruptive effects from tones that were dis-
placed to a higher octave were greater than from tones displaced to a lower
octave. From an analysis of the pattern of errors it was concluded that these
disruptive effects took place along both a tone-height and a tone-chroma
array.

Memory for pitch in a sequential setting is also subject to consolidation
effects (Deutsch, 1975c). When the first test tone is repeated among the
interpolated tones, there results a reduction in errors, even when compared
with sequences containing a smaller number of interpolated tones. This
improvement in performance is highly sensitive to the serial position of the
repeated tone, being substantial and highly significant when this tone occurs
early in the intervening sequence, but small and insignificant when it occurs
late in the sequence.

When we consider absolute levels of performance, pitch memory in a
sequential setting is found to be remarkably poor (Deutsch, 1970a; Pollack,
1952, 1964). This emphasizes the involvement of additional memory systems
in processing tonal information. For instance, memory for abstracted tonal
relationships plays an important role, and this has not been systematically
studied as yet. Furthermore, the use of scales with strong a priori and
transitional probabilities enables us to draw on information embedded in
long-term memory in a short-term context also. Francès (1972) and Zenatti
(1969) have shown that short-term recognition of melodies is superior for
melodies that are in our tonal system than for those that violate this system.
Furthermore, Miller and Cuddy (1972) have demonstrated that recognition
of a tonal sequence that is preceded and followed by other tones is improved
when the context tones establish a tonality. In music involving harmonic
sequences, the strong transitional probabilities between root progressions
further reduce the processing load. In addition, if music has a strong abstract
structure (Restle, 1970; Simon & Sumner, 1968), the information can be
retrieved by reference to this structure.

VI. TIMBRE PERCEPTION

The perception of timbre is a highly complex phenomenon that is, at
present, little understood. Timbre is generally defined as that attribute by
which two tones can be distinguished from each other when they are equal in pitch, loudness, and duration. Clearly, this definition is consistent with an enormous range of phenomena.

A. Steady-State Tones

Classically, investigations into timbre have been concerned with tones in the steady state. Helmholtz (1954) proposed that differences in the timbre of complex tones depended on the strength of their various harmonics. He concluded that simple tones sounded pleasant though dull at low frequencies, complex tones with moderately loud lower harmonics sounded richer but still pleasant, complex tones with strong upper harmonics sounded rough and sharp, and complex tones consisting only of odd harmonics sounded hollow. Helmholtz further asserted that the timbre of complex tones was affected little if at all by differences in phase relations between the partials. Plomp and Steeneken (1969) investigated this question and concluded that the maximum effect of phase on timbre was indeed very small; in fact, quantitatively smaller than the effect of changing the slope of the amplitude pattern by 2 dB per octave.

Other experiments by Plomp and his collaborators have demonstrated the importance of the critical band in timbre perception. Plomp (1964) and Plomp and Mimpen (1968) found that the number of partials that could be distinguished was limited to the lower five to seven harmonics, depending on the frequency of the fundamental. The higher harmonics, falling within the same critical band, could not be distinguished from each other. Furthermore, Plomp (1970) examined perceptual similarities between pairs of complex tones. For each tone the amplitude pattern of the waveform was quantified by taking the intensity levels for 18 consecutive one-third octave filters, corresponding to critical bands. Differences between the tone pairs were then computed by summing the differences in intensity levels for the 18 consecutive filters, so that the tones were placed as points in an 18-dimensional space. Using the multidimensional scaling technique, he found a good correlation between the perceptual similarities taken from subjects’ ratings and the physical differences as determined by this method.

One issue of importance concerns whether timbral quality is based on the relationship between the frequency region of a formant and its fundamental or on the absolute level of the formant, irrespective of the fundamental frequency. Some musical instruments, such as the violin and the bassoon, have spectrum envelopes that are fixed in frequency (Fransson, 1966; Jansson, 1966). On the other hand, the spectral maxima of the flute change in proportion to changes in the frequency of the fundamental (Miller, 1916). Examination of the spectra of musical instruments therefore produces ambiguous expectations. Slawson (1968) asked subjects to make similarity judgments between pairs of complex tones whose fundamental frequencies,
two lower formant frequencies, and higher formant frequencies were independently varied. With the fundamental frequency of the second tone of each pair an octave above the first, Slawson found timbral quality to be best preserved when the two lower formants were transposed by about 10% of the transposition of the fundamental. This result therefore supports a modified fixed-formant model of timbre perception. Furthermore, Plomp and Steeneken (1971) presented pulse trains through filters having different center frequencies. They found that tones filtered at fixed frequencies were judged as substantially more similar than tones filtered at frequencies relative to their pulse rates. These authors concluded that timbre was derived from the absolute position of the envelope of the frequency spectrum.

B. Tones Generated by Natural Instruments

With tones generated by natural instruments, temporal characteristics have been found to be very important determinants of timbre (Risset & Matthews, 1969). Traditionally, such tones have been held to consist of three temporal segments: (a) the attack, which includes the initial transient; (b) the steady state; and (c) the decay. Various studies have demonstrated that the attack segment is of particular importance (Berger, 1964; Goude, 1972; Grey, 1975; Saldanha & Corso, 1964; Wessel, 1974). Identification of the steady-state portion has been found to be superior for tones with vibrato (Saldanha & Corso, 1964). The decay portion appears to be of little importance (Saldanha & Corso, 1964). Risset (1966) made a careful study of the perceptual properties of trumpet tones, and concluded that three features were particularly significant: (a) the relationships between the attack times of the different harmonics, with successively higher harmonics taking longer to appear; (b) the low-amplitude, fast-frequency fluctuations; and (c) the harmonic content, including stronger high-frequency components with increases in overall intensity.

Interest has developed in plotting perceptual similarities between different instruments in a multidimensional timbral space. Carterette and Miller (1974) and Miller and Carterette (1975) have shown that such timbral spaces are related to musical training in a complex fashion. In an experiment where fundamental frequency was one of the dimensions varied, no differences were found between musical and nonmusical subjects, due to the overwhelming salience of this dimension. However, when fundamental frequency was held constant so that harmonic and envelope structure were used in judgments, differences between musical and nonmusical subjects emerged. Wessel (1973), studying tones of the same fundamental frequency and duration which were taken from nine orchestral instruments, concluded that these could be arranged along two perceptual dimensions. The first dimension related to the distribution of energy in the steady-state region of the spectrum. Tones with more high-frequency energy appeared at one end
of the scale, and those with energy concentrated in the lower harmonics at the other end. The second dimension related to the onset patterns of the tones. Tones whose low-order harmonics entered more rapidly appeared at one end of the scale, and those whose high-order harmonics entered more rapidly appeared at the other. Grey (1975) studied 16 instrumental tones that were resynthesized by computer, and equated for pitch, loudness, and duration. He concluded that subjects' similarity ratings were consistent with a three-dimensional solution. The first dimension related to the spectral energy distribution of the tones: At one extreme, the tones had narrow bandwidths and a concentration of low-frequency energy; at the other extreme the tones had a wide bandwidth and less concentration of energy in the lower harmonics. The second dimension related to the distribution of energy in the attack segment: At one extreme, tones displayed high-frequency, low-amplitude energy (most often, inharmonic energy) in this segment. At the other extreme, there was no high-frequency precedent energy in the attack. The third dimension was given two alternative interpretations: It was considered either to relate to the form of onset-offset patterns of the tones, especially to the amount of synchronicity in the attacks and decays of the upper harmonics, or, alternatively, to represent a cognitive dimension along which stimuli were grouped according to instrumental family (strings, brass, and woodwinds).

In a recent set of experiments, Cutting and Rosner (1974) and Cutting, Rosner, and Foard (1976) have found that timbre based on rise time differences is categorically perceived. Sawtooth sounds of rapid onset sound as though coming from a plucked string, and those of slower onset from a bowed one. Discrimination of such sounds as "pluck" or "bow" was good across categorical boundaries, but poor within a category. Further, prolonged exposure to one such stimulus caused a shift in the rise time boundary between categories, analogous to shifts found in perception of speech sounds.

VII. MUSICAL PREFERENCES

A comprehensive discussion of musical preferences is outside the scope of the present chapter, and the reader is referred to Meyer (1956), Farnsworth (1958), Pratt (1968), and Berlyne (1971) for reviews of the question. Considerable discussion has centered on whether such preferences are innate or culturally determined, and it would appear that a position at either extreme is untenable. Farnsworth (1958) pointed out that many differences in the musical styles of different cultures. On the other hand, certain universal tendencies, such as a general range of tempo (see Fig. 4), a spectrum of probability of occurrence for different melodic intervals (see Fig. 3), octave duplications in harmony, and so on, have also been demonstrated. So it
would seem that music is subject to universal laws, but is also subject to cultural variation within the framework imposed by these laws.

Interest has developed in the relationship of various stimulus parameters to aesthetic preference. Such studies have shown, as might be expected, that people tend to prefer intermediate values along a given stimulus dimension and reject the extremes. Vitz (1972) observed that preference for pure tones varied as a U-shaped function of frequency, with the most preferred tones ranging from 400 to 750 Hz. A similar function was obtained for tonal intensity, with the most preferred intensity at around 50 dB. We would also expect, as argued by Attnave (1959), that aesthetic preferences for tonal sequences differing in amount of uncertainty or complexity would be optimal at some level intermediate between homogeneity and chaos. Indeed, such U-shaped functions have been obtained (Berlyne, 1971). Interestingly, such preferences have also been shown to interact with the emotional state of the listener. In an experiment by Konecni, Crozier, and Doob (1976) subjects were made angry by a confederate, and then were given either a chance to administer what they thought to be electric shocks to this person, or were given no such opportunity. A control group of subjects received neither treatment. All subjects then listened to tonal sequences and chose between sequences of differing complexity. It was found that the angered subjects who had no opportunity to retaliate chose the simple sequences more often than either the controls or the angered subjects who had been seemingly able to hurt their annoyer. There was no significant difference in preference between the latter two groups. In a further experiment, Konecni (1975) demonstrated that listening to such sequences when emotionally aroused had specific effects on subsequent social behavior. Subjects were either angered by a confederate or were treated neutrally. Some subjects then listened to tonal sequences that varied in loudness and complexity, and a control group of subjects listened to no sequences. All subjects were then given an opportunity to administer apparent electric shocks to a confederate. It was found that the behavior of the angered subjects was affected by the nature of the sequences they had heard. Those exposed to loud or complex sequences administered considerably more shocks than those exposed to no sequences; however, those exposed to simple and soft sequences administered fewer shocks than the controls. In contrast, there was no effect of the sequences on the behavior of subjects who had not been angered. These two experiments demonstrate an important link between aesthetic preference and social interaction.

VIII. NEUROLOGICAL SUBSTRATES

The neurological substrates of music are, at present, poorly defined. We know, however, that they are not identical with those of speech. In Broca's
aphasia, verbal output is grossly impaired, yet the patient can generally sing without difficulty (Geschwind, 1969). Indeed, there are several reports of professional musicians whose work remained outstanding in spite of severe aphasia. Critchley (1953) mentioned the case of a severely aphasic patient who conducted his own orchestra. Luria, Tsvetkova, and Futer (1965) described a distinguished composer who, after being struck with severe aphasia, continued to produce compositions that won him the highest acclaim. If we also consider that singing ability may be lost without concomitant aphasia (Brain, 1965), we must conclude that speech and music involve specialized brain regions. This does not, however, imply a total dissociation between the substrates for these two functions, which are both highly complex and may well share common elements. The evidence simply demonstrates that there are unique regions essential to each.

Most authors agree that the temporal lobes are involved in music perception. Lesions of the temporal lobe, particularly of the anterior temporal region, have been found to produce sensory amusia (Henschel, 1926; Luria, 1966; Milner, 1962; Wertheim, 1963). Furthermore, reports of sounds such as buzzing, humming, and even complex music are evoked by temporal-lobe stimulation (Penfield & Rasmussen, 1968). In contrast to music perception, musical expression involves the motor system, and expressive amusia has been found to result from damage to a variety of brain regions (Luria, 1966; Wertheim, 1963).

Considerable interest has focused on the question of hemispheric specialization and musical function, and here again it is necessary to distinguish between musical expression and musical perception.

Musical expression, as opposed to speech, does not require the presence of the dominant hemisphere. After dominant hemispherectomy, patients have been found to retain their singing ability (Gott, 1973; Smith, 1966). However, musical expression does not require the presence of the nondominant hemisphere, either, as patients with their nondominant hemisphere removed can also sing without difficulty (Smith, personal communication). In one study, Gorden and Bogen (1974) compared the relative roles of the two hemispheres in singing, using the technique of intracarotid injection of sodium amylobarbitone (which produces a transient inactivation of the hemisphere on the side of the injection). Injection in the right carotid artery produced marked deficits in singing, although speech remained relatively intact. After injection in the left carotid, singing was less disturbed than speech. The authors argue from these findings that whereas speech production is overwhelmingly a function of the dominant hemisphere, the nondominant hemisphere plays a more prominent role in singing. It was noted, however, that after injection in the right carotid the patients recognized their own singing efforts as poor and were able to recognize songs sung by the examiner. Inactivation of the nondominant hemisphere did not, therefore, appear to produce deficits in music perception. The relationship of these
findings to the findings resulting from hemispherectomy still needs to be explored.

The evidence on hemispheric specialization in music perception is quite complex. From observations on patients with sensory amusia, the dominant hemisphere has generally been implicated to a larger extent than the nondominant (Henschen, 1926; Kleist, 1962; Wertheim, 1963), though lesions of the nondominant hemisphere have also been found to produce impairment (Bogen, 1969; Luria, 1966). Studies involving specific musical attributes have also produced varying results. Thus Milner (1962) administered the Seashore Tests of Musical Talents to patients before and after unilateral temporal lobectomy. Removal of the anterior temporal region of the nondominant side produced significant deficits in the ability to discriminate tonal quality and in the ability to identify which member of a tonal sequence was altered on second presentation. These deficits were not found with lesions of the dominant side. Furthermore, Shankweiler (1966) found that the ability to recognize 4-sec excerpts from instrumental chamber music was selectively impaired by lesions of the right temporal lobe, but not of the left temporal lobe. Vignolo (1969) has reported that patients with lesions of the nondominant hemisphere showed deficits in discriminating sound quality. On the other hand, lesions of the dominant hemisphere (rather than the nondominant) have been found to produce deficits in tasks involving judgments of temporal order (Carmon & Nachshon, 1971; Efron, 1963; Swisher & Hirsh, 1972) and rhythm (Luria, 1966; Subzinski, 1969).

These findings indicate that different musical attributes might be handled predominantly in different hemispheres. In particular, it seems that the nondominant hemisphere predominates in processing the quality of musical sounds, whereas the dominant hemisphere predominates in processing sequential relationships. This conclusion receives further support from dichotic listening studies. A left-ear advantage has been noted in right-handed persons with respect to recognizing auditory materials of complex sound quality, such as melodies generated by musical instruments (Kimura, 1964) or by humming (King & Kimura, 1972), sonar signals (Chaney & Webster, 1966), and environmental sounds (Curry, 1967; Knox & Kimura, 1970). Gordon (1970) failed to obtain evidence of a left-ear advantage in recognizing dichotically presented melodies played on a recorder, but did find a left-ear advantage in recognizing dichotically presented chords that were generated by an electronic organ. In the chords test, two simultaneous tone pairs were presented, one to each ear; therefore, the auditory information present at any one time was rich in timbral and simultaneous interval information.

Other dichotic listening studies have detected a right-ear advantage in processing sound sequences in which evaluation of tonal quality or simultaneous relationships was not involved. Halperin, Nachshon, and Carmon (1973) presented subjects with dichotic sequences varying in frequency or
duration. They found that as the number of frequency or duration transitions increased from zero to two, superiority of performance shifted from the left to the right ear. Also, Deutsch (1974, 1975d) presented subjects with a dichotic sequence of sine wave tones, which alternated in pitch from one octave to another such that when the right ear received the high tone the left ear received the low tone, and vice versa. Righthanders here tended to perceive the pitch information presented to the right ear rather than to the left. Furthermore, Robinson and Solomon (1974) presented subjects with dichotic rhythmic stimuli, produced by pure tones of invariant pitch. They also obtained results indicating a right-ear advantage in recognizing these sequences. Also, Papçun, Krashen, Terbeek, Remington, and Harshman (1974) explored the effect of dichotic presentation on Morse code signals. They found that experienced Morse code operators showed a right-ear superiority in perceiving these sequences. Naive subjects also showed a right-ear superiority, provided that the patterns were restricted to seven or fewer elements. With patterns of more than seven elements, ear superiority shifted from right to left. Papçun et al. hypothesized that when the subjects were able to deal with the individual elements and their sequential relationships, then processing took place in the dominant hemisphere. However, when the stimuli became too complex, subjects were forced to adopt a holistic strategy instead, shifting the processing from the dominant hemisphere to the nondominant. A similar line of reasoning was advanced by Bever and Chiarello (1974), who found a right-ear advantage among trained musicians in the recognition of monaurally presented tonal sequences. However, nonmusicians, who showed inferior performance, were found to have a left-ear advantage. The authors concluded that the musicians were processing the sequences analytically—the nonmusicians, holistically. Although the nature of the holistic processing underlying the left-ear advantage in the naive subjects of the experiments conducted by Papçun et al. (1974) and Bever and Chiarello (1974) remains to be clarified, these findings emphasize the specialization of each hemisphere in different aspects of musical processing.
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